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Abstract

Humans have a strong intuitive understanding of the 3D environment around
us. The mental model of the physics in our brain applies to objects of different
materials and enables us to perform a wide range of manipulation tasks that are
far beyond the reach of current robots. In this work, we desire to learn models
for dynamic 3D scenes purely from 2D visual observations. Our model combines
Neural Radiance Fields (NeRF) and time contrastive learning with an autoencoding
framework, which learns viewpoint-invariant 3D-aware scene representations. We
show that a dynamics model, constructed over the learned representation space,
enables visuomotor control for challenging manipulation tasks involving both rigid
bodies and fluids, where the target is specified in a viewpoint different from what
the robot operates on. When coupled with an auto-decoding framework, it can even
support goal specification from camera viewpoints that are outside the training
distribution. We further demonstrate the richness of the learned 3D dynamics
model by performing future prediction and novel view synthesis. Finally, we
provide detailed ablation studies regarding different system designs and qualitative
analysis of the learned representations.
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Figure 1: Comparison of the control results between a 2D-based baseline and our 3D-aware approach.
The task here is to achieve the configuration shown on the left, observed from a viewpoint that is outside
the training distribution. The agent only takes a single-view visual observation as input (images with blue
frames) from a viewpoint that is vastly different from the goal. Our method generalizes well in this scenario and
outperforms the 2D-based baseline, demonstrating the benefits of the learned 3D-aware scene representations.

1 Introduction
Existing state-of-the-art model-based systems operating from vision treat images as 2D grids of
pixels. The world, however, is three-dimensional. Modeling the environment from 3D enables
amodal completion and allows the agents to operate from different views. Therefore, it is desirable to
obtain good 3D-aware representations of the environment from 2D observations to achieve better
task performance when an accurate inference of 3D information is essential, which can further make
it easier to specify tasks and learn from third-person videos, etc.
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Figure 2: Overview of the training procedure. Left: an encoder that maps the input images into a latent
scene representation. The images are first sent to an image encoder to generate the image feature representations
v. Then we combine the image features from the same time step using a state encoder to obtain the state
representation st. A time contrastive loss is applied to enable our model to be invariant to camera viewpoints.
Middle: a decoder that takes the scene representation as input and generates the visual observation conditioned
on a given viewpoint. We use an L2 loss to ensure the reconstructed image to be similar to the ground truth
image. Right: a dynamics model that predicts the future scene representations ŝt+1 by taking in the current
representation st and action at. We use an L2 loss to enforce the predicted latent representation to be similar to
the scene representation st+1 extracted from the true visual observation It+1.

In this work, we aim to leverage recently proposed 3D-structure-aware implicit neural scene rep-
resentations for visuomotor control tasks. We thus propose to embed neural radiance fields [1] in
an auto-encoder framework, enabling tractable inference of the 3D-structure-aware scene state for
dynamic environments. By additionally enforcing a time contrastive loss on the estimated states, we
ensure that the learned state representations are viewpoint-invariant. We then train a dynamics model
that predicts the evolution of the state space conditioned on the input action, enabling us to perform
control in the learned state space. Though the representation itself is grounded in the 3D implicit
field, the convolutional encoder is not. At test time, we overcome this limitation by performing
inference-via-optimization [2, 3], enabling accurate state estimation even for out-of-distribution
camera poses and, therefore, control of tasks where the goal view is specified in an entirely unseen
camera perspective. These contributions enable us to perform model-based visuomotor control
of complex scenes, modeling both 3D dynamics of rigid objects and fluids. Through comparison
with various baselines, the learned representation from our model is more precise at describing the
contents of 3D scenes, which allows it to accomplish control tasks involving both rigid objects and
fluids with significantly better accuracy (Figure 1). Please check our supplementary video for better
visualization.

We summarize our contributions as follows: (i) We extend an autoencoding framework with a neural
radiance field rendering module and time contrastive learning that allows us to learn 3D-aware
scene representations for dynamics modeling and control purely from visual observations. (ii)
By incorporating the auto-decoder mechanism at test time, our framework can adjust the learned
representation and accomplish the control tasks with the goal specified from camera viewpoints
outside the training distribution. (iii) We are the first to augment neural radiance fields using a
time-invariant dynamics model, supporting future prediction and novel view synthesis across a wide
range of environments with different types of objects.

2 3D-Aware Representations for Dynamics Modeling
Inspired by Neural Radiance Fields (NeRF) [1], we propose a framework that learns a viewpoint-
invariant model for dynamic environments. As shown in Figure 2, our framework has three parts: (1)
an encoder that maps the input images into a latent state representation, (2) a decoder that generates
an observation image under a certain viewpoint based on the state representation, and (3) a dynamics
model that predicts the future state representations based on the current state and the input action.

2.1 3D-Aware Scene Representation Learning
Neural Radiance Field. Given a 3D point x ∈ R3 in a scene and a viewing direction unit vector
d ∈ R3 from a camera, NeRF learns to predict a volumetric radiance field. This is represented using
a differentiable rendering function fNeRF that predicts the corresponding density σ and RGB color c

2



using fNeRF(x,d) = (σ, c). To render the color of an image pixel, NeRF integrates the information
along the camera ray using Ĉ(r) =

∫ hfar

hnear
T (h)σ(h)c(h)dh, where r(h) = o + hd is the camera

ray with its origin o ∈ R3 and unit direction vector d ∈ R3, and T (h) = exp(−
∫ h

hnear
σ(s)ds) is

the accumulated transparency between the pre-defined near depth hnear and far depth hfar along that
camera ray. The mean squared error between the reconstructed color Ĉ and the ground truth C is:

Lrec =
∑
r

‖Ĉ(r)−C(r)‖22. (1)

Neural Radiance Field for Dynamic Scenes. One key limitation of NeRF is that it assumes the
scene is static. For a dynamic scene, it must learn a separate radiance field fNeRF for each time step.
This severely limits the ability of NeRF to model environments that change over time, as it is both
time-consuming and unclear how to transfer knowledge across time or when a new scene is similar to
an old one. While other models have shown generalization across scenes [3, 4], these representations
do not capture fine details. To enable fNeRF to model dynamic scenes, we learn an encoding function
fenc that maps the visual observations to a feature representation st for each time step and learn the
volumetric radiance field decoding function based on st.

Specifically, given a 3D point x, a viewing direction unit vector d, and a scene representation st, we
learn a function fdec(x,d, st) = (σt, ct) to predict the radiance field represented by the density σt
and RGB color ct. Similar to NeRF, we use the integrated information along the camera ray to render
the color of image pixels from an input viewpoint and then compute the image reconstruction loss
using Equation 1. During each training iteration, we render two images from different viewpoints to
calculate more accurate gradient updates. fdec depends on the scene representation st, forcing it to
encode the 3D contents of the scene to support rendering from different camera poses.

Time Contrastive Learning. To enable the image encoder to be viewpoint invariant, we regularize
the feature representation of each image vi

t using multi-view time contrastive loss (TCN) [5] (see
Figure 2a). The TCN loss encourages features of images from different viewpoints at the same time
step to be similar, while repulsing features of images from different time steps to be dissimilar.

2.2 Learning the Predictive Model
After we have obtained the latent state representation s, we use supervised learning to estimate the
forward dynamics model, ŝt+1 = fdyn(st,at). Given st and a sequence of actions {at,at+1, . . . },
we predict H steps in the future by iteratively feeding in actions into the one-step forward model
(Figure 3a). We implement fdyn as an MLP network which is trained by optimizing the following
loss function:

Ldyn =

H∑
h=1

‖ŝt+h − st+h‖22, where ŝt+h = fdyn(ŝt+h−1,at+h−1), ŝt = st. (2)

We define the final loss as a combination of the image reconstruction loss, the time contrastive loss,
and the dynamics prediction loss: L = Lrec + Ltc + Ldyn. We first train the encoder fenc and decoder
fdec together using stochastic gradient descent (SGD) by minimizing Lrec and Ltc, which makes sure
that the learned scene representation s encodes the 3D contents and is viewpoint-invariant. We then
fix the encoder parameters, and train the dynamics model fdyn by minimizing Ldyn using SGD.

Please see the supplementary materials for the (1) network architecture, (2) training details, (3) how
we enable viewpoint extrapolation using the auto-encoding framework, and (4) how we use the
predictive model for closed-loop control.

3 Experiments
We consider four environments that involve both fluid and rigid objects for evaluating the proposed
model and baseline approaches. Figure 4c shows the goal configuration, and we ask the learned
model to perform three control trials where the goal is specified from different types of viewpoints.

Figure 5 shows the qualitative comparison between our model (Ours), a variant of our model that
does not perform the auto-decoding test-time optimization (Ours w/o AD), and the best-performing
baseline: time contrastive learning + autoencoder (TC+AE). We find that when the target view is
outside the training distribution and vastly different from the agent view (bottom left image in each
trial block), our full method shows a much better performance in achieving the target configuration.
The variant without auto-decoding optimization and TC+AE fail to accomplish the task and exhibit
an apparent deviation from the ground truth in the 3D points space.

3



Figure 3: Forward prediction and viewpoint extrapolation. (a) We first feed the input image(s) at time t to
the encoder to derive the scene representation st. The dynamics model then takes st and the corresponding
action sequence as input to iteratively predict the future. The decoder synthesizes the visual observation
conditioned on the predicted state representation and an input viewpoint. (b) We propose an auto-decoding
inference-via-optimization framework to enable extrapolated viewpoint generalization. Given an input image It
taken from a viewpoint outside the training distribution, the encoder first predicts the scene representation st.
Then the decoder reconstructs the observation Ît from st and the camera viewpoint from It. We calculate the
L2 distance between It and Ît and backpropagate the gradient through the decoder to update st. The updating
process is repeated for K iterations, resulting in a more accurate st of the underlying 3D scene.

Figure 4: Qualitative control results of our method on three types of testing scenarios. The image on the
right shows the target configuration we aim to achieve. The left three columns show the control process, which
are also the input images to the agent. The fourth column is the control results from the same viewpoint as the
goal image. Trial #1 specifies the goal using a different viewpoint from the agent’s but has been encountered
during training. Trial #2 uses a goal view that is an interpolation of training viewpoints. Trial #3 uses an
extrapolated viewpoint that is outside the training distribution. Our method performs well in all settings.

Figure 5: Qualitative comparisons between our method and baseline approaches on the control tasks.
We show the closed-loop control results on the FluidPour and FluidShake environment. The goal image viewpoint
(top-left image of each block) is outside the training distribution and is different from the viewpoint observed by
the agent (bottom-left image of each block). Our final control results are much better than a variant that does not
perform auto-decoding test-time optimization (Ours w/o AD) and the best-performing baseline (TC+AE), both
of which fail to accomplish the task and their control results (blue points) exhibit an apparent deviation from the
target configuration (red points) when measured in the 3D points space.
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